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EUV Pinhole Diffraction

2.1 INTRODUCTION

The central principle of the EUpOINt diffraction interferometers is the generation of the reference
wavefront by pinhole difaction. Both accuracy and precision rely on the spherical quality of fiectif
ed wavefront across the numerical aperture of measurefbrdad assumption may be made that for a
sufficiently small pinhole, a spherical wavefront of arbitrary quality may be achieved over a given numer
ical aperture. Howevesuch an assumption is fitiult to justify for an experimental, and necessarily
imperfect, pinhole in a highly absorptive, thick membrane subject to a plane-polarized incident electric
field of non-uniform intensity

In principle, detailed knowledge of the electromagnetic field gimgrfrom the pinhole membrane
would enable the prediction of non-spherical components in tiraaléd wavefront phase and allow esti
mation of the measurement accuracy limitse goal of this section is to assess the results of a first-prin
ciples simulation of the pinhole-éliicted reference wavefront, to guide the selection of the appropriate
pinhole size and characteristics of the experimental interferameter

While the simplifying assumptions of this simulation do overlook several experimental conditions
(non-ideal pinhole shapes, spatial variation of the incident electric field, etc.), this work lays the foundation
for further research and more detailed analysis performed utilizing the rapidly increasing capacity and
availability of computing powemhese early results may portray an optimistic view of the minimum
required pinhole size for EUWterferometry: only careful experimental research can truly establish-a max
imum allowable pinhole size or qualify an individual pinhole for a given application and desired accuracy
2.1.1Motivation of the Numerical Simulation

Several methods have been developed to stufipatibn from a variety of aperture shapes with
various boundary conditions (Cerjan 1994, Born Afdf 1980), yet no general analytical treatment
addresses difaction through pinholes in a highly absorptive medium with the range of non-ideal shapes
that serve as reasonable physical models for the experimental pinholes usedpoidifraction inter
ferometry near 13 nm wavelength (Goldpet al. 1996)The introduction of the three-dimensional pinhole
structure and inclusion of the polarization of incident light motivate the use of numerical solutions based on
detailed simulations of the vector electromagnetic field in the vicinity of the pinftokein itself presents
an especially difcult challenge owing to the relatively tgr diameter of the pinholes in question (3A15
and the polarization-dependent absorptive boundary conditions at the membrane interfaces.

Beyond rigorous numerical solution of MaxwelBquations in the domain containing the pinhole,
no analytic treatment is didiently versatile to accommodate the irregular pinhole shape models that
serve as approximations to the actual shape of the experimental pinholes. Determination of the complete

electromagnetic field in the vicinity of the pinhole was performed in this study for a variety of pinhole
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geometry models usinpEMPEST3D (Wong and Neureuther 1995). Several pinhole models with-cylin

drical and elliptical cross-sections were considered in the studies described in this Thaptecalcula

tions set an upper limit to the allowable pinhole diameters necessary to achieve a reference wavefront of a
given guality in an ideal system.

All of the TEMPEST3D calculations were performed in 1995 on a CM-5 connection machine.
Typically, these simulations utilized 128 parallel processors and 870 MB of RAM, requiring approximately
five minutes of CPU timéAt the time these simulations were performed, thgelaimulation domains
necessitated the use of a sup@mputer and restricted the simulations to a narrow cross-sectional area con
taining the open pinholeThe author notes that at present such computing power (aside from the number

of processorsis becoming available on desktop workstations.

2.2 MODELING THE ELECTROMAGNETIC FIELD

Pinholes with diameters ranging from 50-150 nm (23-1atA = 13 nm), fabricated by electron
beam lithography in a highly absorptive cobalt membrane approximatei;n487A) thick (Spallas et
al. 1995), are considered in this study because they are suitable for testing optical systems with NA
around 0.1 near 13 nm wavelengthe three-dimensional electromagnetic field in the vicinity of the pin
hole was calculated usifgEMPEST3D, a time-domain, vector electromagnetic field simulation comput
er program. Once the field has been calculated at the exit-side of the pinhole membrane, the reference
wavefront is calculated using a simple vacuum-propagation model incorporating the Fresnef-Kirchof
approximation for fafield diffraction.
2.2.1Calculating the Field in the \¢inity of the Pinhole

Calculations are performed on a range of pinhole geometry models, including cylindrical and coni
cal pinholes and elliptical pinholes of uniform cross-section. Figstetvs the four pinhole-bore models
studied hereTo simplify the models, variations of the field incident on the pinhole are neglected: across
the small simulation domain, uniform, normally incident plane-wave illumination with linear polarization

along thex-axis is assumed. Experimentalhowevey the electric field may vary over an extremely small

Cylindrical Tapered Flared Elliptical

Figure 1 A representation of the four pinhole shape models used IFBNEPEST3-D simulationsThe pinholes
range from 50 — 150 nm diamet&he walls of the sloped pinholes (tapered and flared) are angled tat the@ ver
tical. The two-fold symmetry of these models is exploited to increase the simulation domain size.
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Table 1.Parameters of the pinhole simulations

wavelength A =13.55nm (91.5 eV)

illumination uniform plane wave, normal incidence, plane polarized

simulation domain size 230.6 nmx 230.6 nmx 115.2 nm = 1A x 17\ x 8.5, periodic inx andy
simulation nodes uniform, A/15 spacing, % 108 total nodes, exploiting two-fold symmetry
pinhole diameters 50 nm — 150 nm

cobalt membrane thickness, 90 nm = 6.6% density 8.9 g/cnd

index of refraction n=1-6+if=1-0.0659 0.0657 = 0.9341 40.0657

spatial scale, rendering suspect the uniform-illumination assumptiisis especially true for lge pin
holes, and for those displaced significantly from the center of the focal patteithe pinhole size cen
ditions described herein setaaver limit for the magnitude of aberrations that should be expected from
ideal plane-wave illumination.

Parameters of the simulation are listedable 1.The simulation domain, which exploits the two-
fold symmetry of the pinhole models, contains a cobalt membrane in vacuum with a thin free-space layer
above and beloMf EMPEST3D uses periodic boundary conditions in ¥endy directions, thereby
forming an infinite square array wirtual pinholes with centeto-center spacing of 230.6 nm for the para
meters of interesThis periodicity is represented in Fig. 2(a). If the pinhole itself is symmetric about both
thex- andy-axes, defined from the center of the pinhole (as is always the case in these simulations), then
the domain size may be reduced by a factor, fasishown in Fig. 2(b). (It should be noted that recent
versions ofTEMPESTunder development do not impose periodic boundary condifitrese advances
were not available at the time this research was undertaken.)

The propagation of EUVight in cobalt is characterized bgipid extinction: the 1 intensity trans
mission depth is 16.4m (1.21A) at 13.55 nm wavelength, and the relative transmission througm9¢

4.1x 103, This rapid extinction is important to the separation distance between the pinholes of-the peri

O

Figure 2.The three-dimensiondIEMPESTsimulation domain. (aJhe inherent periodic boundary conditions create
a virtual lattice containing the simulation domain. On the right is a cross section containing the pinhdleedis.

its of the simulation domain are outlined in black. Thg simulations performed here exploit the two-fold symmetry
of the pinhole models to enable the simulation afdadomains.
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tapered

cylindrical

flared

50 nm 75 nm 100 nm 125 nm 150 nm

Figure 3.Calculated electric field intensity patterns showindradtion within the pinhole and attenuation in the

cobalt membrane. Surface heights represent the electric field intensity in a plane containing the axis of the pinhole
and the direction of the electric field polarizatidine light propagates from the bottom of each image to the top.
White lines on the surfaces represent the boundaries of the cobalt.

odic domain. In order to consider the individual pinholes as isolated structures, the separation must be
great enough to substantially reduce the contribution of overlapping fields from the neighirtwizg
pinholes. Hence the rapid extinction makes this simulation possible.

A short distance away from the pinhole, light propagates through the material with characteristic

exponential extinction:

I(X) — Ioe—x/16.4 nm_ (1)

Within the open pinhole, a stationaryfdifction pattern is formed. For pinholes of circular cross-section
and various radii, the electric field is shown in FigTBe figure shows only the cross section taken in the
plane parallel with the polarization.

Polarization dkcts the propagation of light in the pinhole, and breaks the rotational cylindrical
symmetry of the studylong the walls of the pinhole (i.e. the interfadbg electric field satisfies détr-
ent boundary conditions in the #@ifent directionsThe electric field polarizegdarallel to the boundary
must be continuous across the interface, with a continuous first derivative in the direction normal to the
boundary Since the field inside the absorber is rapidly attenuated, this continuity requirement forces the
parallel electric field to become nearly zero along the pinhole Wélks field polarizegerpendicularto
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the interface may be discontinuous, and is not necessarily small at the boundary

This polarization dependence illustrates one malferdiice between scalar and vector solutions to
pinhole difraction.While it is true that for pinhole diameters many timegdathan the wavelength, the
contributions from the boundaries of the pinhole become negligible, this is certainly not the case for the
pinholes of interest her&he diference between the parallel and perpendicular boundary orientations
establishes a@dependence in the fiicted wavefront manifested as a small amoumtstimatism(the
lowest-ordered @dependent aberration).
2.2.2Propagation toFar-Field

Once the fields have been calculated and the field at the exit of the pinhole is knowrfirabedlif
wavefronts are calculated by numerical propagation of the calculated electric field to a spherical surface, 10
cm away Experimentallythis distance representsfdifction to thefar-field and corresponds to the position
of the detector in the EUWoInt diffraction interferometer and phase-shifting poinfrddtion interferome
ter described in this thesiBhe x-polarized component of the electric field, calculatedn2a/(\/5) below
the cobalt membrane, is used asittital field for the numerical propagation. In the absencespalar
ized component, thepolarized component of the electric field across the initigblane is siffcient to
completely and uniquely describe the propagated field (Clarke and Brown 1980). Furthermore, for rele
vance to interferometry the interference fringe pattern is generated by the interaction of like-polarized elec
tric field components of the test and reference be@hestest wave here contains oripolarized light,
and therefore the presence of grayolarized light in the reference beam would contribute only to the sta
tionary background intensitfhe propagation is performed with a two-dimensional Fourier transform that
approximates the Fresnel-Kirchiafiffraction formula for faffield diffraction (Born and\olf 1980).

In the pinhole simulation domain, the propagaetegentfield may be described as thelinear
superposition of thdiffractedfield and the incidentiniformfield transmitted through the cobalt mem
brane.To isolate the dffacted field, a uniform (constardpmponent representing only the attenuated
transmitted field is subtracted before the propagation was perfofhisdsuperposition and subtraction is

illustrated in Fig. 4. Isolation of the fifcted field enables the imposition of the boundary condition that

Eincident Eincident

7' 7' o
L _m:-@-

RO

Etotal Eno-pinhole Epinhole-only

Figure 4.Strategy for the calculation of the fil#fcted wavefront fronrTEMPESTsimulations. Superposition is used
to isolate the dffacted wave from the wave transmitted in the absence of the pifihidesubtraction is necessary to
eliminate the contribution of the finite, square simulation domain cross-section.

12



EUV Pinhole Diffraction

the difracted field becomes arbitrarily small away from the pinhd¢ementioned previouslyhe rapid
extinction of all light not transmittetthroughthe open pinhole allows the use of a relatively small domain

size in these calculations.

2.3THE DIFFRACTED WAVEFRONT

The Kirchof model of scalar difaction theory (Born aniVolf 1980) provides a first approxima
tion to the faifield wavefront difracted from the experimental pinhole.
2.3.1Simple Theory —The Airy Pattern

Consider the diffaction of uniform, plane-wave illumination from a simple circular aperture in a
planar screen. For a small aperture, in thdiédd this is referred to aSraunhofer diffraction(Goodman
1988:62).This simplified model predicts a spherical reference wavefront that covers the central portion of
a diffractedAiry pattern,bounded by the first difaction minimum.

A highly simplified model of the field emgent from a circular pinhole of diametbis

L |r|< d/2

t(r) = ’ |r|>d/2'

)

Following Goodman (1988:48-54), the angular spectrum of tlfractiéd wavefront when the system is
illuminated by a normally incident, monochromatic plane wave is calculable via Foarisform. Let

= (ax, ay) be direction cosines of the field in th@andy directions.The angular spectrum is
0 2t
Ulo/A) = [t(r)expr—o [ 0 . 3
(a/)deUpQAan ®

Taking advantage of the cylindrical symmetry of the problem, Eq. (3) can be solved using the Fourier
Bessel transforniThe result is the familiafiry pattern,named after its discovere®. B.Airy.

(2

EQTT Drdr Ad . gmod
HpY

dr2
U(a/A) = 2T[J’t )Jdoa—ar rdr—2nJ' o o MOy O (4)

The intensity is proportional to the aperture area:

|(a/A)D@%gang%dg. )

The first difraction minimum corresponds with the first zero of the Bessel fundfi@hatx = 1.221= 3.83.

Hence, withO as the polar angle,
a=122 A/d - snB=122 A\/d. (6)

To compare thehaseof Eq. (4) with an ideal, spherical wavefront, notice that the expression is

purely real. Changes in sign correspond tochange of phas@hus, by inspection, the phase of Kigy
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Table 2.Maximum measurement NBased on an idealiry diffraction pattern producing a spherica
reference wavefront within the first eféiction minimum.

d[nm] |50 75 100 125 150 175
NA 1033 0.22 0.17 013 011 0.094

pattern relative to an ideal spherical wapsg, is

0, J;(Td/A) =0
Qairy =00 1( )

7t Ji(md/A) <0 ")

In this simple treatment, the phase of théradted wavefront iperfectover the central region of the pat

tern.The NAthat is filled by this central region is

NA filled =snB=1.22 )\/d . (8)

Calculations based on Eq. (8) are showiahle 2.

In eachTEMPESTsimulation case, the phase of thdrdifted wavefront is fit to a series of Zernike
polynomials (see Chapter 15) over a range ofakgles.The four lowest-order polynomials that describe
the displacement of the coordinate system from the wavefront center of curvature are removed from this
analysis. Pinholes from which the remaining peak-to-valley (P-V) wavefront aberratiayeistkan 0.15
A are rejected from consideration in this stullyis includes all pinholes Iger than 150-nm in diameter
2.3.2Cylindrical and Conical Bore

In addition to a simple cylindrical bore, two conical bore models, tapered (narrower at the exit) and
flared (wider at the exit), are studied in this chater both of the conical models, the cone half-angles 10
The five pinhole diameters studied here are 50, 75, 100, 125, anthl&bnical pinholes are labeled by

their maximundiameters.
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Figure 5.Calculated wavefronts dificted by cylindrical pinhole3he optical path diérence (OPD) between the-dif
fracted wavefront and an ideal spherical wavefront is shéhaincident illumination ix-polarized.Note the changes
in thez-axis scaling.
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Cylindrical Tapered Flared

0.100 F=

0.010

P—V aberration [waves]

0.001 i ; i i i i
I50 75 '\OOIW25IW5O II 50 I75 IWOOI125IW5OI 18 43 68 93 IWW8I
18 43 68 93 118 50 75 100 B 125 H 150
Diameter [nm] Min/Max Diameter [nm] Min/Max Diameter [nm]

Figure 6.Calculated P-Mivavefront aberrations within 0.08 (diamond symbol) and 0.1(square symbddrXi#xee
pinhole bore shape models and fivdfetiént diameters. Pinhole cross-sections, parallel to the polarization, \&etor
shown above thg-axis labels: black represents the cobalt membrane, white is empty Apac®lous behavior is
seen in the 50-nm-diameter pinholes where the astigmatic aberrations dominateattedifvavefronts and the 0.08
NA wavefront has a lger peak-to-valley error than the 0.1 MAvefront when the defocus terms are subtracted.

©
[y
()

numerical aperture, NA

OOO 1 1 1 1 1 1 1 1 1 1 1 1 1 1

50 nm 75 nm 100 nm 125 nm 150 nm

Figure 7.Calculated reference wavefront Paferration magnitude plotted as a function of pinhole diameter and
numerical aperture for pinholes in the cylindrical bore modialvefronts are only calculated for the five labeled pin
hole diameters; bi-cubic interpolation is used to generate the contours in the intermediateTegierpected
behavior of wavefront quality improving with reduction in pinhole size is demonstrated; hpaeoeralous behav
ior occurs where the pinholes are greater than 100 nm arig bilow 0.08The cross-section for 0.08 N4 indicat
ed by a dark dashed linEhe dashed white line indicates the maximumdiAhe spherical wavefront predicted by
the simpleAiry diffraction formula, NA= 1.22A/d.

15



EUV Pinhole Diffraction

= /A Figure 8.Longitudinal change in the ceniaf

£.200 curvature of the wavefront dlifcted by cylin
o % / drical pinholes of five dféerent diameterslhe
2 E 150 V/ centerof-curvature is determined from the
g a $ defocus term in a best-fit Zernike polynomial
3 ‘_g_ Q/' A series representation of the reference wave
<0 100 Qﬁ front. The presence of higherdered aberra
i }/ ()9 tions creates a dependence of the defocus on
g .E 50 / the NAof measurement; this is especially-evi
o= /V T ) dent for the 150-nm-diameter pinhole.

=4 } 90-nm-thick Longitudinal position is measured from the

Cobalt membrane o
S 0 bottom (exit-side) of the cobalt membrane;
= JN/ positive position valuesdicate that the center
5l0 75 100 195 150 of-curvature liewithin the pinhole.

pinhole diameter [nm]

Calculated wavefronts dificted by the cylindrical pinholes are plotted in Fig. 5 with the piston,
tilt, and defocus components remov@ééavefronts difracted by the two smallest pinholes reveal a small
astigmatic component, while thedast pinholes difact wavefronts dominated by rotationally symmetric
aberrations.

The calculated P-Wavefront aberration magnitudes are plotted in Figs. 6 and 7 for each of-the pin
hole bore shapes and diameters studéthin this range, the P-"berration magnitude is an increasing func
tion of the pinhole siz&he dominant wavefront aberration components for tigetasinholes are rotational
ly symmetric (spherical aberration). Howeweismall astigmatic (co®Pcomponent, less than 0.82P-V, is
present in each dihcted wavefront.

There is no significant qualitative ftifence between the wavefrontdrdifted by the cylindrical and
the conical pinhole models. In general, each conical pinhdtealsf a reference wavefront that is similar to a
wave difracted from a cylindrical pinhole of diameter between the minimum and maximum conical diameter

As the raw wavefront data is analyzddfocus, a rotationally-symmetric aberration component of
orderr2, is typically the dominant aberration component. Defocus, howasises from the arbitrary
position of the origin of the coordinate system (just below the pinhole membrane) used in the calculation.
Experimentallythe defocus is determined by the relative longitudinal positions of the test beam and the
membrane containing the reference pinhdleere exists one point along the axis of symmetry which may
be called the centaf-curvature of the difacted wavefrontThis point, for which the best-fit defocus is
identically zero, occurs somewhere in the vicinity of the reference pinftodenext-higher rotationally-
symmetric aberration component is spherical aberration, of otdBue to the? dependence of the
defocus magnitude and presence of higitder aberrations, the best-fit amount of defocus in an arbitrary
reference wavefront depends strongly on thedflAieasurement.

One characteristic observable in the data is a shift of the longitudinal position of theoteunter
vature with changing pinhole size, shown in FigT'i®is efect is an important contributor to the astigmat
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Figure 9.Calculated characteristics of the reference wavefrorftacliéd from elliptical pinholes into 0.08 and 0.10

NA. With the position-dependent wavefront components removed, the residuabiReffont aberrations, the ampli

tude of the astigmatic (co®Pcomponents, and the intensity non-uniformity are shde. 25 pinhole shapes are

shown in grey behind the appropriate locations on the plots; intermediate points are based on a minimum-curvature
surface interpolation and are thus not verified by the simulation. Pinhole ellipticity axdiitleetion polarization of

the incident light both introduce a small amount of astigmatism into thiaaiéd wavefronts. Note that in the top-

center plot, the unlabeled contours &f&3. In the bottom-center plot, the unlabeled contodrie.

ic wavefront found fronelliptical pinholes, discussed in the following section.

The asymmetric wavefront components irfrdiftion fromcircular pinholes come from the pofar
ization of the incident fieldAs stated earlierlectric field components parallel and perpendicular to the
vertical walls of the pinhole satisfy tBfent boundary condition$he field emeging from the pinhole is
not rotationally symmetric, but contaiastigmaticcomponents.
2.3.3Elliptical Bore

A series of simulations was conducted to investigate fheteff elliptical pinhole cross-sections on
the difracted wavefront. Several of the relevant reference wave parameters are shown in Fig. 9, for 25
width and ellipticity combinations at 0.08 and 0.1 NA.

From elliptical pinholes, the dificted reference wavefront can contain a significant amount of
astigmatism. In the previous section, the dependence of the longitudinal position of thefeemtea
ture with respect to the pinhole size was discussed; fieist & manifest in the rotationally-symmetric

defocus term. Here, where the pinholes are elliptical, the horizontal and vestitads-of-curature
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occur at diferent longitudinal positions; the& defocus term then takes on @dependence and astigma

tism is introduced into the diiicted wavefronts. Furthermore, regarding the higindered aberrations,

the elliptical pinhole wavefronts show greater aberration magnitudes in the direction of the pinholes’
majoraxis, leading to an additional source of astigmatism. Figure 9 shows tteb@x\dtion magnitude

and the magnitude of these astigmatic components, in addition to the intensity non-uniformity discussed
in the following section. Since the astigmatic term depends oB&;@snegative sign of the cdiefent

simply indicates rotation by 90

2.4 INTENSITY UNIFORMITY

Separate from the wavefront phase, an important consideration for the quality of the reference
wavefront is the intensity uniformity across the Ndmeasurement. In an idesiry pattern, for example,
although the wavieont phaseis that of an ideal spherical wavefront, thiensityvaries monotonically
from its peak at the center of the pattern to zero at the fifsiaibn minimum. Since the signal-to-noise
of the measurement is related to fringe contrast, and fringe contrast depends on the relative intensities of
the test and reference waves, the uniformity of the reference wave must be taken into consideration in the
selection of the appropriate reference pinhole diameter

To evaluate the uniformity of the pinholefdéfcted reference wave, define a non-uniformity

Cylindrical pinhole intensity non-uniformity Airy pattern intensity non-uniformity
0.20

Q
2
@
Q.
S
]
Q
]
S
=}
c
0.05m >0, 03
\ \o?.ql-
N e B
I I 1 ]
ooOL . . ., 1 ., ., . I, 1L ooo. . . . [+ . . I v 1y
50 nm 75 nm 100 nm 125 nm 150 nm 50nm 75n$m 100 nm 125nm 150 nm
pinhole diameter pinhole diameter

Figure 10.The intensity non-uniformity of the ditfhcted wavefronts in the cylindrical bore model, calculated for a
range of pinhole diameters and numerical apertures and compared with the featur@érpfpdutern. Pinhole-dif
fracted reference waves cannot uniformly illuminate arbitrarilyelapertures. Non-uniformity from the radial
decrease in intensity ultimatelyfedts interferogram fringe contra3te dashed dark line indicates 0.08 NAe
dashed white line indicates the angle of the fifst diffraction minimum where, in the simple theotiye non-uni
formity is one.
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parameter as

v=1-tmin 9)

By this definition, when the reference wavefront is perfectly unifégp.equals 5, andv is zero. On the
other hand, if the reference wave intensity falls to zero within the NA Ithgequals zero, and is one.
Based on th@ EMPEST3D calculations for the cylindrical-bore pinhole model, discussed in
Section 2.3.2, Fig. 10 shows the reference wave intensity non-uniformity as a function of pinhole diameter
and NA. The TEMPESTcompares very closely with the simpley model, also showriThe calculation
reveals that a reasonable reference wave non-uniformity of 30% at 0.G8Mifes a sub-75-nm-diame

ter pinhole, and at 0.1 Nequires a sub-50-nm pinholEhese are very challenging requirements.

2.5 ERRORANALYSIS

The uncertainty of the phase or intensity of th&atifed waves can be estimated using information
about the simulation method and separateding data from the calculatioi$ie simulation convegence
requirements, the electric-field data, and a separately calculated secondary data set are here used to place
upper limits on the magnitude of the uncertainties.

One cause of uncertainty is the finite lateral size of the simulation domaéstimate of the total
poweroutsideof the simulation domain provides an upfrit to this uncertaintyBased on the field
magnitude at the edge of the domain and the rate of field attenuation away from the pinhole, the uncer
tainty uppetlimit in the diffracted field is estimated to be not more tharf b@sed on a unit amplitude
incident field.This field uncertainty translates to-4@adians or ~210° waves of phase uncertainty
Attenuation in the membrane makes the contributions from the adjacent virtual pinholes in the periodic
simulation domain even smaller than this level. Further study is required to fully characterize the uncer
tainty introduced by the small domain size.

The TEMPEST3D electromagnetic-field simulation utilizes an iterative approach to compute the
fields within the domain. Convgence owsteady-statés achieved when three successive iterations agree
to within a givenabsolutetolerancee. Only a small subset of the domain points are used in the eonver
gence testindgAn alternate convgence scheme using thelativefield magnitude may be more appropri
ate for simulations such as this, where the field magnitude varies substantially from one region to the
next. Furthermore, convggnce tests across the entire domain or a full cross-section of it would improve
confidence in the results. Such strategies were not implemented in this version BMRAESTprogram.

With a unit amplitude input electric field, the conyence parameteris set equal to 0.01. Smaller

values require much longer processing time, making their use infeasible for the breadth of experiments

19



EUV Pinhole Diffraction

performed.Yet this value of renders the uncertainty in each point to be aglas 0.01With the calcu

lation of the first-quadrant fieldnfoldedto all four quadrants, there are 26255 or 65,025 lateral nodes

in the domain. Since the fliicted wave is calculated via discrete Fodtiansform, the errors propagate
linearly into the wavefront measuremenhhat is, any component of the Foursgrectrum is calculated by

a simple summation of the field in the image-plartee maximum uncertainty (without any scaling coef
ficient) in that measurement is 65,025% 650.The figure of merit is the ratio of this maximum uncer

tainty to the amplitude of the €liicted wave: this value dictates timeximunmphase erroror the five

pinhole sizes ranging from 50 to 150 nm {50, 75, 100, 125, 150 nm} the unscaled peak amplitudes of the
diffracted waves are {5503, 8222, 12044, 17460, 23013}, making the maximum uncertainty at the peaks
{11%, 8%, 5.4%, 3.7%, 2.8%]}. Following thisgament, the uncertainties increase away from the peak
because of the decrease in théradted waves amplitude with angle.

Uncertainty in the complex field amplitude translates directly into maximum uncertainties in the
phase. Based on the vector addition of the peak calculated field amplitude with the uncertainty (having
unknown phase}he maximum net phase error is {D,D.08, 0.054, 0.037, 0.028} radians, or {0.018,
0.013, 0.009, 0.006, 0.004} waves %6, \/77,\/116,A/170,A/224}.

In practice, these maximum uncertainty valuesrarehlarger than the actual errors in the caleula
tion. Because of the absorptive membrane, most of the field amplitudes at the exit-side of the simulation
domain are smaller than 0.01, the error tolerance, yet the fields are well-behaved and are reliable to a much
higher accuracy

One secondary estimate of the uncertainties comes from consideratiory-piatfaeized field.The
illuminating electric field is polarized only in thedirection and the material contains no polarization-
rotating bi-refringencelhe presence of ypolarized field comes from very small glancing-incidence
reflections within the pinhole and from numerical errors accrued during the calculation of various vector
field curls and divegences. For this reason, the errors should not gerlgnan the amplitude of tlye
polarized components.

Similar to before, since a discrete Fouti@nsform is used to calculate thefrdi€ted wave, the
sum of the absolute values of tolarized field amplitudes at the exit-side of the domain can be used to
estimate the erroHere, the field totals for the three smallest pinholes are {60, 34, 19}, meaning uncer
tainties at the peaks of {0.3%, 0.4%, 0.5%]} relative to the peak amplitudes stated pretiecalyse of
the intensity fall-of, uncertainties at the maximum angles within th&alited wavefront are on the order
of twice these value3he amplitude uncertainties relate to phase uncertainties of1{g43 6.4x104,
8.0x104} waves, or /2100,A/1570,\/1260}.

It is difficult to judge the accuracy or reliability of these calculations well bald®@0 orA/500.
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EUV Pinhole Diffraction

Further research could be used to clarify some outstanding iesuesio the dfiracted waves depend on
the domain size, the number of nodes per wavelength, the absolute error tedesamgie- versus deu
ble-precision calculations, etc.? In the absence of such tests, these results must stand as they are, awaitin

further verification.

2.6 CONCLUSION

Calculated EUMvavefronts difracted into 0.08 and 0.1 Ny 50 to 150-nm pinholes in a cobalt
membrane show aberrations that increase as a function of pinhole size. Even in the presence of a slightly
conical bore or an elliptical cross-section, thérddted wavefronts are spherical to within 0.01 waves
(A/100) from 125-nm pinholes and within 0.002 wawes@0 from sub-75-nm circular pinholes. Both
polarization and pinhole ellipticity introduce astigmatic components into thhaaéd wavefront.
Polarization contributes astigmatism due to the rotational-symmetry-breaking boundary conditions. Since
the longitudinal centeof-curvature varies as a function of pinhole diamethiptical pinholes with dif
ferent diameters along the major and minor axes generate astigmatism feyeatdihechanism.

The intensity uniformity of the difacted waves is an essential consideration for evaluating the
quality of the reference wavefront. Experimentalhe desire for intensity uniformity places a separate
restriction on pinhole size from the phase-uniformity requirenwithin these simulations it is shown
that the sub-75-nm pinholes are capable of producing non-uniformities below 30% for Ori8asiére
ments, while sub-50-nm pinholes are required for the same non-uniformity at OThéke results close
ly follow the predictions of the simplsiry-pattern from the Kirchdfdiffraction model.

To the extent that these pinhole models correctly represent experimental conditions, measurements
of aberrated spherical wavefronts using Epbint diffraction interferometry may be limited to an aceura
cy of a few thousandths of a wavelength when pinholes as small as 50 nm are used — substantially small

er than the dffaction-limited resolution of the test optics.
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The Point Diffraction Interfeameter

3.1 INTRODUCTION

The first prototype implementation of the Eydint diffraction interferometer (PDI) was dedicat
ed to the development of high-accuracy Eldiérferometric capabilityand to the investigation of high-
resolution Fresnel zoneplate lensBse experiments and measurements described in this chapter detail
the progress made toward those goals.

Experiments related to the investigation of zoneplate aberrations were conducted Betyuestn
1994 andAugust 1995These experiments revealed the nearlfratition-limited quality of the low-spa
tial-frequency wavefront aberrations (Goldpet al. 1995a, 1995b). Mid- and high-spatial frequency
aberrations were observable in the measured intensity profégsl @t al. 1996b).

As a demonstration experiment, the Eltérferometry performed on Fresnel zoneplate lenses was
the first critical step toward the development of more sophisticated measurement techniques. Ultimately
the uncertainties in the measurements were on the same order as the wavefront aberrations that were foun
and the success of the measurements was limited by a range of experimental issues, &lgveatarum
ber of concrete lessons were learned; the significant problems were identified and later overcome.

This chapter details the theory and use of the BNV and describes the experimental sysfEne
characterization of a Fresnel zoneplate lens is presented. Development of this prototyipeeEerdme
ter led to a superior interferometer design concept, the PS/PDI, which is the subject of Part 11l of this the
sis. Before the measurement goals for the zoneplate lenses could be achieved, the PS/PDI was applied to

the measurement of lithographic reflective optical systems.

3.2THE CONVENTIONAL PDI

The PDI was first described by Linnik (1933) and later by Smartt and Steel (1975) as a simple, com
mon-path, wavefront-splitting interferometer well-suited for applications in X-ray optics, where ¢onven
tional amplitude-splitting interferometer designs are not easily implemédrted?DI has previously been
used successfully in a number of short wavelength applications (Speer et al. 1979, Mrowka and Speer
1981).The interferometershown in Fig. 1, consists of a sm@&felence pinholén a semi-transparent
membrane, placed near the focus of a coherently illuminated optical system undéetdktminating
beam is often generated by a suitaiidgect pinholespatial filterto ensure a coherent, spherical wavefront.

A single beam passes through the test optical system, acquiring the aberrations of interest here.
This may be considered as the linear superposition of two beams transmitted through the pinhole mem
brane. One beam passes through the membrandraoifl and forms the interferométiestbeam

Light diffracted through the tiny pinhole forms trefelence beammand overlaps the test beam across the
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Conventional PDI

e

object pinhole test optic reference pinhole CCD
spatial-filter in semi-transparent camera
(object-plane) membrane

(image-plane)

Figure 1.A schematic representation of the essential components of the ConventionaltiRppinhole in a semi-
transparent membrane is placed near the focus of a coherently illuminated optical system fiagteddffom the
pinhole forms a reference wave that overlaps the test wave over the numerical aperture of interest.

measurement NA. In principle, the reference beam consists of a nearly perfect, spherical wavefront, and
the test beam contains the aberrations of the optical sydthere the overlap occurs, interference fringes
appear in a measurable pattern that reveals the path-lerfgtieniie between the two beams.

The reference pinhole size must be chosen to balance two opposing concerns: throughput and refer
ence wavefront qualityrhe pinhole should be significantly smaller than th&atition-limited focal spot
size of the optic under test to ensure a high-qualifyadtied reference wavefront across the dAnea
surement. Reducing its size decreases the amount of liffactifl into the reference beam. Because
interference fringes are required for analysis, the pinhole often must be displaced significantly from the
focus into a region where the light intensity is Idis further reduces the amount of light in the refer
ence beam. From the balance of these considerations, the transmission of the semi-transparent membrane
is chosen to provide nearly equal intensity in the two interfering beams, ensuring high fringe ddwrast.
optimum number of fringes required for analysis is strongly dependent on the power spectrum of the test

optic. Analysis issues are addressed in Part IV

3.3 EXPERIMENTAL COMPONENTS

This section presents a description of the key components of thePBUSYystem configured for
the measurement of Fresnel zoneplate lefideskey elements are shown schematically in Fig. 2.
3.3.1EUV Fresnel Zoneplates

A number of zoneplates were prepared and examined with thePBlMBecause of experimental
limitations, the wavefront aberrations were carefully investigated in only one zoneplate.

A series of similarly prepared zoneplates was fabricated byABdkrson and Dieter Kern (1992)
for testing with the EUVPDI. The binary zoneplates used in these experiments were fabricated in-electro
plated nickel on a silicon-nitride membrafiée zone plates have a diameter of g6 an outer zone

width of 75 nm, and arimary or first-order focal length of 1.2 mm at 13.5-nm wavelengthe zone
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object-plane spatial filter
(120 pum pinhole)

from &
undulator Jo

LIEUV CED &
.- .. camera::;

optical table

Figure 2.The arrangement of the PDI components configured for Etd8nel zoneplate measurement, 199Mh8.
arrows indicate the degrees of freedom of the five translation stages. Measurements were performed at Beamline 9.0.1 at
theAdvanced Light Source.
plates contain an opaquentral stopof 60um diameterwhich gives them an annular pupithout the
central stop, the zoneplate design calls for approximately 640 transparent and opaque zone pairs.

As discussed iAppendix 4, EUMlight is diffracted by the zoneplate into a series of coginer
and diveging diffractive orders, each with a unique real (cogirey) or virtual (diveging) focal point. In
addition tothe difracted orders, there is a strong “ufrdi€ted” zeroth-order component that propagates for
ward without focusing.

Wavefront measurements are based on the focused firsietiife order Overlapping light from the
other orders is blocked by an essential, appropriately-located aperture stop, caitdet-aarting apeture
(OSA). Of primary concern are the overlapping zeroth-order and negative-first-order beams. If not ade
guately blocked, the strong zeroth-order beam is capable of causing damage to a sensitive detector
Although it contains only (roughly) twice as much flux as the first-gitlpropagates in a comparatively
narrow angleThe negative-first-order beam is of equal strength as the first-order beam and propagates past
the focus with the same digmnce angle. Because these beams originate from the comparatively small
zoneplate lens and propagate over gdafistance, their overlap in the detector plane is nearly complete.

The OSAis placed in a position where it takes advantage of the opaque central stop of the annular
pupil. This is shown in Fig. 3. It is necessary to place the @5Anough away from the zoneplate that the
first-order beam is narrower than the diameter of the @iSkole while maintaining enough working dis

tance in the vicinity of the focus to allow the PDI membrane room to op&hegosition of the OSA
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Figure 3.Position of the ordesorting aperture

to transmit only the focused, first fidicted-

order from a Fresnel zoneplatith a 60pum
central stop in the 200m-diameter annular
zoneplate and a 50m OSApinhole, the OSA
must be placed more than 3/4 of the distance to
focus from the zoneplate; yet the O8AISt not
project so far as to limit access to the focal plane
by the PDI pinhole membrane.

determines the range of wavelengths that can be used without obstruction. Some of the data in this chapter
show the dects of the OSAncroachment on the first-order beaftith a first-order beam of 200m diam
eter at the zoneplate, and an Q8A404um diametertheOSAmust be placed beyond 3/4 of the distance to
focus. Here, with a focal length of 1.2 mm, 8Amust be placed beyond 0.9 mm from the zoneplate,
leaving less than 0.3 mm of working distance.

The OSAis mounted to the zoneplate membrane and positioned in the followind e ®@SA
pinhole exists at the center of a thin, circular metal foil. Using an appropriately-sized ball-bearing, the foil
is forced to conform to a spherical shape by firmly pressing the ball-bearing and foil into a thick piece of
rubber The foil then forms the shape of a spherical cap, with the pinhole at the Téetésget height
of the cap is around 1 mm, but not less than 0.9 mm. Using a microscope to observe the back-illuminated
zoneplate, the cap is carefully positioned with the @B#ole above the zoneplate centers then held
in place using a drop of epaxy
3.3.2Light Source Description

The light source used in these experiments is an undulator beamline operatingdaatimeed
Light Source (ALS) at Ernest Orlando Lawrence Berkeley National Laboratoeybeamline incorpo

rates a spherical grating monochromator with a resolving poweAaf= 3000 (FWHM) at 13-nm wave

1994-5 ALS Beamline 9.0 Schematic

Chemistry
Branchline
op-u . . .
horizontal mior spherical grating turning
aperture monochromator mirror | Atomic Physics
IG ~_ Endstations
ALS Kirkpatrick-Baez vertical
undulator prefocus system focus mirror
e Beam EUV
Interferometer

Figure 4.Schematic representation of the shared 8-cm-period undulator beamline 9 Adaatheed Light Source, c.
1994-5 A spherical grating monochromator provides a resolutiodf = 3000 and a flux of 10 m\hrough al20-
pum pinhole. In the horizontal direction, the source is imaged onto the interfermwddfrct plane, 1:1A bendable
focusing mirror vertically re-images the beam from the monochroteait slit onto the interferometsrobject plane.
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length. Glancing incidence beamline optics, shown schematically in Fig. 4, focus the beam both horizon
tally and vertically onto an entrance pinhole spatial filter locatedn2iérs from the zone plaféhe

entrance pinhole diametarhich determines the spatial coherence of the zoneplate illumination, was cho
sen as 12(im to maximize throughput without sacrificing Hiu
mination uniformity This diameter is small enough that the
zoneplate produces a filiction-limited focal spot with a cen
tral Airy disk diameter of approximately 170n in the plane
of the primary (first-order) focus. Flux through the entrance

pinhole is in the range of 38-10'2 photons per second, or

~10uW at 13.0-nm wavelength, depending on experimenta
H 9 P 9 P Figure 5.The PDI pinhole array provides

conditions, including wavelength and other beamline settini @ range of pinhole diameters and absorber
thicknesses for various working condi

3.3.3Pinhole Descriptions tions.The pinholes, spaced by fin, are
used one-at-a-time.

A variety of image-plane reference pinholes were fabi
cated for use in the first EUNDI experimentsAs this was a prototypical system, the optimal pinhole
membrane configuration was not known before the experiments were conducted. Special membranes were
fabricated (Spallas et al. 1995) containing an array of pinhole sizes and with a graded absorber thickness,
according to the prescription of Somigan and Hostetler (1993Jhese arrays were intended to cover a
range of testing situations and also to identify the optimum experimental combination of attenuation and
pinhole sizeThe original design of this membrane, shown in Fig. 5, consisted of a 200-nm-thick silicon-
nitride membrane and a graded cobalt film of approximately 40 to 70-nm in thickness as the absarber layer
The pinholes, patterned by electron beam lithogragmged in size from 150 to 400-nm in diamelée
pinholes were etched completely through the silicon-nitride membrane prior to the cobalt defdsgion.
thermal evaporation process was done using care to achieve highly anisotropic deposition, which maintains
the open pinholes through both the cobalt absorber and the silicon-nitride membrane.

Initial PDI interferometric tests (Goldlget al. 1994, 1995a, 1995b) revealed that to improve the
reference wavefront quality and fringe contrast, smaller pinholes and increased attenuation were required.
Both objectives were satisfied by an additional deposition Amggoximately 2.4 nm of chromium, fol
lowed by 24 nnof gold, were deposited by thermal evaporatime efective pinhole diameters were
determined before and after deposition by observation of thiaaibn pattern, including angles beyond
the angle of the first difaction minima, under plane-wave illumination conditions. Pinholeadifion

data is described in Section 3.5.
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Figure 6.Geometry of the PDI Fresnel
zoneplate measuremeiihe object pinhole,
obiect 2.4 m from the zoneplate, is imaged by the
pir%hole zoneplate and forms a first-order focus with
a focal length of 1.2 mm at 13 nAxrows
indicate the motions of the five stages.
PDI reference
I/. pinholes
3.3.4Stages

Alignment of the essential components of the interferometer is achieved using five translation
stages, shown in Fig. &he object pinhole spatial filter sits on a kinematic rotation stage, allowing it to
be easily removed and replac@&tiis is mounted to a two-axis lateral translation stage, controlled by hand
using two micrometerd.he system demagnification of 2000 and the relativebelginhole size (120-
pm) make hand-positioning possible. Positioning the reference pinhole near the zoneplate focus requires
three degrees of freedom. Here the zoneplate is mounted to the end of a cylindrical tube that attaches
snugly into an axial mount maintaining a constant patayular orientationThrough a pair of bellows,
this mount is coupled to a longitudinal-direction stage outside of the vacuum chah&®DI pinhole
membrane attaches kinematically to a mount that is also coupled through a bellows to a high-resolution
lateral motion stage. Using a pair of dc-motors and a two-dimensional Heidenhein scale, this critical stage
is capable of 0.01u#m resolution and stability over an approximate area of 8xn2nmm.
3.3.50ther Components

At a distance of several centimeters beyond focus, the light from the zeroth-order beam is hundreds
of times more intense than that of the firsfrdifted ordeWhile the first-order beam divges to a diame
ter of 2 cm at the CCD detector plane, the zeroth-order beam remains approximatety @idle. Hence
the intensity per unit area 16,000 times higher in the zeroth-order than the fisprotect the sensitive
CCD detector from accidental misalignment of the OSA, a small circular beam-stop is placed before the
CCD detectarThis beam-stop, often referred toths lollipop,is held by two thin, adjustable wires. Its shad
ow is visible as a grey disk in the center of each image.

The CCD detector used in these experiments is a Princeton Instruments 1I@24 pixel, back-
thinned,back-illuminated, 1-square-inch area, 16-bit deteétiot3.4-nm wavelength, the CCD sensitivity
is approximately 0.8 measured counts per photon (measured by Patrick NaUhéeauglue is based on

measurement of the statistical distribution of measured intensity values at various illuminatiofdevels.
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Figure 7.Six separate Fresnel zoneplates were inspected withligbtV (a) through (d) are made of the same annu

lar design, while (e) and (f) are made with no central stop rediba.inspection wavelength is as follows: (a) 12.4
nm (100 eV); (b) through (e) 13.48 nm (92.0 eV); )8 nm (106.5 eV). Only zoneplate (a) was used extensively
in wavefront measurements.

32



The Point Diffraction Interfeameter

reduce the contribution afark noise the detector isooled to temperatures below 280during the
experimentsTo protect the CCD from contamination, a squamg-cryo-pumpcold-fingerin thermal con
tact with a liquid nitrogen bath is placed in close proximity to the detector

A differential ion pump separates the interferometry endstation from the vacuum system of the

beamline Turbo pumps are used to maintain pressures beld@3torr.

3.4THE TEST WAVE: FRESNEL ZONEPLATE DIFFRACTION P ATTERN

Under uniform illumination conditions, the stationary test wavefront measured in the detector plane
(far-field) resembles the illumination pattern of the pupill204um-diameter pinhole spatial filter placed
2.4 m from the annular Fresnel zoneplate lens provides coherent illumination of acceptable uniformity: at
13.0-nm wavelength, the fir8iry-null in the pupil plane has a radius of approximately B60 The radius
of the zoneplate is only 1Qdm.

The diffraction patterns from a number of similar zoneplates were inspected. Figure 7 shows six of
these images. In each case, mid- and high-spatial-frequency errors are clearly visible as circular and radia
features in the image$hese dkcts are the result of small fabrication errors, either in zone-placement or

in the line-to-space ratio €jnil et al. 1996b).

3.5THE REFERENCE WAVE

The accuracy of the PDI is primarily determined by the quality of the spherical reference wave
front, which is lagely determined by the size of the reference pinhole. Size is the most critical aspect of
the PDI reference pinholes: they must be small enoughftaaif high-quality spherical wavefront over
lapping the entire NAf the zoneplate. Open pinholes on the order of 100-nm diameter in a thick-absorp
tive membrane are extremelyfititilt to fabricate, and more challenging to procure. Often the pinholes
used in these experiments were slightlgéarthan the tget size range.

Using EUVlight, the pinhole quality was established in three ways: first, by inspection of-a sam

pling of pinholes with electron-beam microscopy; second, by observation of the independent pinhole dif

96 nm 176 nm 210 nm 228 nm 245 nm

Figure 8.Measured pinhole difaction patterns from five adjacent reference pinholes &drdifit sizeThe circular
Airy-like diffraction minima enable estimation of the pinhole diameters, as shown below each ph&eimadow of
a small, round beamstop suspended close to the CCD detector is visible as a dark disk in the center of each image.
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fraction pattern; and third, by inspection of the measured interferogfammg$ollowing sections describe
these observational procedures and enumerate the most important experinfenisedifThe issues dis
cussed here are the critical size of the reference pinhole and the inadvertent contamination of the semi-
transparent membrane during experiments.

3.5.1Pinhole Diffraction

One way to characterize the pinholes and the reference waviefsitotis to perform pinhole difac-
tion experiments in which isolated reference pinholes are uniformly illuminated and-lieédfdiffraction
pattern is observed. In order to perform this experiment,arb@iameter circular aperture was placed with
in 5 mm of the pinhole membrane. In this configuration, with no optical system (zoneplate) in pldde, the
fraction pattern from each reference pinhole of the77array was measured at 12.4-nm wavelength.

Five diffraction patterns representing one row of pinholes with increasing diameter and constant
absorber thickness are shown in FigTBese pinholes were located in the thickest part of the absorber
substrateThe approximate &ctive pinhole sizes are calculated from diameters of the first minimum ring
of theAiry-like diffraction patterns.

3.5.2 In SituPinhole SizeAssessment

It is important to develop inspection criteria to distinguish unacceptable pinhai&s There are
several rapidly identifiable clues in the data which serve as warnings of poor pinhole tsalitiy the
interference fringe pattern reveals a clear signature of the reference wavefront. Under uniform plane-wave
illumination conditions, the expected fd#ction pattern of the reference wave is the well-knéwp-pat-
tern of concentric circular rings surrounding a bright central lobe, and separated by circular intensity nulls.
A uniform wavefront phase in each of these rings is shiftexaglians from the neighboring ring&/hen
the pinhole is placed in the outer regions of the focal pattern of the test optic, where the reference pinhole
illumination is rapidly-varying, the pinhole éfifiction pattern can no longer be described simply #srgn
pattern; yet it does contain many of the same features.

Note: a common practice during the zoneplate experiments is to perfmokgound subtraction
to improve the fringe visibilityHere, an image of the test beam alone is acquired with the reference pin
hole located very far from the focused beam. By subtracting the test beam pattern from subseguent mea
surements, the average intensity is close to zero and even faint fringes became clearlyhésibiages
in Fig. 9 have all undgone background subtraction.

3.5.2.1Zeros of Fringe Vsibility. Bringing the reference-pinhole-containing membrane out of the
focal plane yields an interference pattern of concentric riftgssedefocusings result from the mis
matched radii-of-curvature of the test and reference beams. It is easily shown from the Fresciedrdif

integral (Goodman 1988:59-60) that for a small longitudinal displacem#r number of waves of defo
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Figure 9.(a) and (b) Interferograms from ov@red reference pinholes show clear evidence of reference wavefront
intensity minima within the NAf measurementWhen the system is out of focus, the broad reference wave intensity
patterns are clearly visibkes a modulation in the fringe contrast. Atthough less pronounced here, the loss of fringe
contrast is from this samefe€t.

cus (equivalent to the number of fringes observed) is

(NA)?z

n= O 4.1um/fringeat 0.08 NA, A =13.0 nm. (1)

With a high-density of defocus fringes, reference wave intensity nulls are easily observable as circular
bands of zero fringe contra3this is evident in Fig. 9. Here the images are a combination of multiple pat
terns: the slowly-varying bands of contrast modulation due to the fanhole size, the rapidly-varying
defocus-fringes due to the longitudinal displacement of the pinhole, the annular pupil of the zoneplate,
and the shadow of the beam-std¢herever the reference wavefront amplitude nulls g¢berfringe con
trast becomes zerdhe displaced center of the ring pattern is due to a lateral displacement of the refer
ence pinhole from the test-beam axis.

3.5.2.2Fringe forking. An abrupt reference wavefront phase shifttodians produces a rapid
change in the fringe pattern, from bright to dark or vice-varsa. efect is here referred to &snge

forking. Several examples of this behavior are shown in Fig. 10.

Figure 10.The presence of “forked” fringes, as indicated by the arrows, gives clear evidence-fizedginholesThe
pinhole difracted wavefront undgoes an abrupt half-cycle phase-shift as it crossefractiin minimum.This causes a
point or contour of zero fringe visibility bordered foykedfringes one-half-cycle out of phase.
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3.5.2.3Contrast variation Even when the pinhole is small enough that there are no regions of zero
fringe visibility and no forked fringes, it may still be toogarA properly-sized pinhole behaves as a
good spatial filter and creates a uniform reference waten an interference pattern contains any
regions of reduced fringe visibilitghe pinhole is still too Ige. Often observed are bright regions aligned
in the direction perpendicular to the fringes. Most likely this is caused by the directionally-dependent illu
mination pattern in the focal plane: the pinhole samples a small region in a pattern of rings, causing a
directionally-dependent diicted wave to resulthis efect is present in Fig. 10(c).

3.5.2.4Contamination One major experimental (iiulty facing EUVinterferometry is the issue
of hydrocarbon contaminatioAlthough it has not been well characterized, this contamination-is fre
guently observed in varied experiments involving Eligit (Alastair MacDowell Avijit Ray-Chaudhuri,
Werner Meyeillse, personal communication). Hydrocarbon contamination on otherwise clean surfaces
apparently occurs at a rate which is dependent both on the density of hydrocarbons in the vacuum system
and on the local intensity of EUNght impinging on a surface.

Because it relies on difiction from a tiny object in the image-plane, the PDldy sensitivao

imperfections in the semi-transparent pinhole membrane — especially those that are close to the reference

Figure 11. Mask contamination, damage, or defects greatly impair the proper use of the[EHUSystem alignment

and interferogram-recording with long, continuous exposure times inadvertently damaged the mask in the vicinity of
the reference pinhole. (d) through (f) Damage is often concentrated along the vertical and horizontal directions
because ébrts were made to record interferograms with horizontal and vertical fringe patterns. Evidence of this dam
age is pronounced in the defocused interferogram patterns shown here.
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pinholes Any non-uniformity transparent or opaque, behaves as an additional pdiaiethf corrupting

the quality of the reference wavefrofmhe most sensitive component of the PDI, the pinhole membrane,
also receives the most strongly focused HIig¥t, making it highly vulnerable to contamination. Long,
continuous exposures during the interferometry experiments and the inspection of reference pinholes
severely damaged many of the membrane pinholes used in these experiments.

Evidence of this damage is clearly visible in the interferograms shown inlFign thany of the
interferometry experiments an attempt was made to align the fringes with either a horizontal or vertical
orientation.To do so implies that the reference pinhole must be displaced horizontally or vertically from
the center of the focal pattern. Many of the observed damage patterns (especially(€jidgardugh (e))
display a “+” pattern consistent with the deposition of hydrocarbons along the twd\thessthe pinhole
membrane is displaced from the focal plane by several microns in the longitudinal directigar area
of the membrane is illuminated. Hence, contamination features that are (reldtivélgin the reference
pinhole contribute to the interference pattern.

More evidence of contamination in the mask can be seen in the interferogram data of Section 3.6.
When, because of contamination, there is more than one pdiatthf, and thus more than one *fil
tered” reference beam, the multiple beams combine to form an interference pattern of their own, separate
from the test wavefront. For example, in the center of the annular aperture where the test beam intensity is
nearly zero, a fringe pattern is often observed. Because these multiple “reference beams” are spatially fil
tered, they typically cover the entire measurement NA, and their interference is most noticeable in the
dark regions of the patterwhen image subtraction is used to remove the unmodulated portion of the
intensity pattern, these separate, fainter patterns of reference wave interference are most visible.

Two successful, proven ways to combat the build-up of carbon contamination are, first, to clean the
experimental and vacuum system components to remove latent sources of hydrocarbowxi(ftager
grease, etc.), arskcond, to introduce a small pressure of oxygenAddmmugh the introduction of oxygen
to the PDI system through a thin capillary aimed directly onto the pinhole membrane made no noticeable
difference to the contamination issthee beneficial décts of oxygen have been dramatically demonstrat

ed in the PS/PDI system that followed.

3.6 PDI EXPERIMENTS
During the course of the EURDI experiments with the Fresnel zoneplate test optic, several data sets
were collectedThe limited scope of these experiments results from the narrow experimental window of
opportunity that existedetween the fabrication of adequately small reference pinholes and the contamina

tion of the pinhole membrane.
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Table 1.Measurement of a Fresnel zoneplate test optic in three data sets.
Data Set SeriesA Series B Series C
Photon Enagy 96.0 eV 96.0 eV 96.0 eV
WavelengthA 12.9 nm 12.9 nm 12.9 nm
# of images 5 5 4
Orientation 0° 139.5 139.5
ExposureTime 60 s 120 s 120 s
Spatial Filter none 120um 120um
Fringe orientation horizontal vertical horizontal

Among the interferometric data are three sets in particddd, and C, described here and shown
in Fig. 12. Each separate set represents a sequential series of images recorded with the same experiment
conditions, difering only in the lateral position of the reference pinhole. In principle, an entrance pinhole
spatial filtermustbe used to ensure the coherent illumination of the zoneplate test optic. Hawever
increase the photon flux (reduce the exposure time) and investigatéetiteobthe spatial filtering, inter
ferograms were occasionally recorded without a spatial. fiheries B and C were recorded using the
120um-diameter object pinhole spatial filtéfor Seried\, no spatial filter was used. Between Series B
and C the reference pinhole was translated laterally by several microns to change the fringes-from hori
zontal to vertical; otherwise all other experimental conditions were maintdinegharameters of each
series are given imable 1.

Wavelength.The wavelength was chosen based on the fixed position of thew@$respect to the
zoneplate lens. Outside of a narrow wavelength range, the edge of the first-order beam becomes clipped by
that aperture.

Intensity. The input photon flux is measured using a detector placed a few centimeters beyond the
object planeThe use of an object pinhole spatial filter guarantees the coherence of the illumination at the
expense of flux. Using the pinhole filtehe flux is reduced in two ways: first, the spatial filter directly
limits the amount of light passing through the object plane, and second, the increfaaetibdifangle
generated by the use of smaller pinholes sends more of the remaining light ayg tanigles not collect
ed by the zoneplate. By this simplgament, the usable flux depends on the diametdr*am one typi
cal measurement, a 120n object pinhole reduced the photon flux to 15% of its unfiltered strength.
Separatelywhen using the 120m pinhole, the measured flux collected by the zoneplate was 25.3% of
the unfiltered strength; it was 2.2% of the unfiltered amount when usingien§0rhole.

Orientation. Following Serie®\, the zoneplate was removed and reinstalled withfardrft
azimuthal orientation. Based on the easily-recognizable and measurable positions of the imperfections in
this particular zoneplate, the rotation angle is known to be 123 (estimated uncertaintyThis rota
tion is appropriately re-introduced into the wavefront data to facilitate comparison of the three sets.

Exposure Time. The exposure time was chosen to achieve more than 100 detected counts in the
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Series A

Series B

Series C

Figure 12.Three EUVinterferogram data series from measurements of one annular Fresnel zoneplate les. Series
was recorded first, when the pinhole membrane was relatively éltaough in Series B and C thefetts of pin

hole membrane damage are clearly evident (non-uniform fringe contrast, fringe patterns in the dark regions of the
zoneplate, etc.jhe interferograms are analyzable and the wavefront may be studied.

peak-to-valley fringe modulatioffhis arbitrary level is a compromise between the measurement-accura
cy, the rate of membrane contamination, and the limited beam-time allocated for the experiments.
Alignment was performed using continuously updating exposures, each of less than two seconéds in dura
tion. To record data for future analysis, exposure times between one and two minutes were typical.
3.6.1Raw Data

To improve the fringe visibility during system alignment and pinhole positioning, the zoneplate
data were recorded using background subtraction, as described previbadlyst wave images used for
subtraction were recorded with the reference pinhole placed far from the foqus @0ay laterally).
These images are “subtracted” from subsequent images to enhance the fringe visibility during alignment
and data collection.

By collecting several similar measurements in series, each analyzed individnalgempt is
made to quantify and reduce random measurement elralysis methods are discussed in Partitv
the analysis of each image, the wavefront is fit to a set of 37 Zernike annular polynomials, based on a
central obscuration of 35% (chosen slighthg&arthan 30% to reduce the contribution ofrdiftion
effects at the edge) (Melozzi and Pezzati 199B§ arbitrary piston and the position-dependent tilt and
defocus terms are subtracted from the wavefront. Using the known measurement NA, a systematic coma
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Series A

Series B

Series C

Figure 13.Contour and surface reconstructions of the averaged wavefronts from the three measurement series
represent 0.05 waves, ®20. The azimuthal rotation angle of the SeAesavefront has been adjusted to match the

angle of Series B and C.
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Table 2.Global wavefront statistics for the three measurement serigs.

RMS

P-v

A
B

0.133A 1.72nm A/7.5
0.134A 1.73nm A7.5
0.147A 1.90nm A/6.8

0.731A 9.43 nm
0.727\ 9.38 nm
0.753A 9.71 nm
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Figure 14.Zernike
annular polynomial
representations of
the Seried\, B, and
C average wave
fronts. The position-
dependent piston,
tilt, and defocus
terms are not shown.
Thegrey band
behind the plot val
ues indicates the
measurement uncer
tainty based on the
standard deviations
of the dataWith
each plot the magni
tudes and directions
of the astigmatism,
coma, and spherical
aberration compo
nents are shown.

Figure 15.A com
parison of the
Zernike codficients
of the three mea
surement series. By
inspection, the
agreement between
SeriesA and B is
closer than between
AorBandC, even
though B and C
were consecutive
measurements.
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error term is also subtracted from each $bis procedure is described in Section 5.5.2.

Contamination issuesThe fringes visible in the central part of the interferograms are an indica
tion of contamination in the PDI pinhole membrane, as described in Section JBidterference of
the reference wave with the light fdé#cted from the contamination produces these fringes, which are
most easily identifiable in the regions where the test wave intensity is small. Hpthévarterference
must also span the entire NA, adding uncertainty to the measurements.

One way to estimate the amplitude of the waviatifed from the contamination is to compare the
fringe modulation in the two regions. Since the reference wave amplitude is the nearly the same in both
regions, the dference in the fringe modulations reveals the relative amplitudes of the test wave and the
“contamination” wave. (See Section 3.8 for a description of this metBadgd on this simple approach,
the contribution of the contamination has an amplitude of approximately 1/10-th of the primary-interfer
ence pattern. Hence, the contamination contributes not more@thmnadians, 0+0.016 waves (0.21 nm,
or ~A/63),to the phase measurements.
3.6.2WavefrontAnalysis

For each of the three data sets, the average wavefront is computed and displayed in Fig. 13. Here
the wavefronts are represented in two ways, both as surface phase maps and as confmotpétsep
resentation of the wavefront data is shown in Figs. 14 amal tEBms of the set of 37 Zernike annular
polynomials. (This plotting format is discusseddimpendix 7.) Since the polynomial fit cdiefents are
calculated separately for each interferogram, a measure of the uncertainty in each term is available in the
standard deviation. Each term in the @gis the average of the measured ioehts; the standard devi
ationo,_ is indicated by the grey regiofihe global statistics for the three average wavefronts are shown
in Table 2 Although there are qualitative tifences in the measurements, these global statistics are in

excellent quantitative agreement.

3.7 CONCLUSION

Several conclusions can be drawn from the interferometric zoneplate wavefront measurements
described here. Foremost is the conclusion that from this high quality zoneplate, the wavefront aberrations are
smaller than or on the same order as the resolution of the measur&dibm®ach series the uncertainties
are low relative to the comparison of the thiiggs means only that the wavefront measurements were repro
ducible in a very limited way —a change of the experimental geometfgciéd the outcome of the teEhe
primary explanations for this are the poor spatial filtering capabilities of thesiaeer reference pinholes, and
the dificulties caused by the contamination of or damage to the reference pinhole membrane.

These tests represent some of the first at-wavelength wavefront measurements performed on high-
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resolution EUVoptics, and are the first using a poinfdiftion interferomete/At the time they were cen
ducted, they demonstrated the ability to measure sub-wavelength aberration magnitudes. Further progress
on the development of the ELRDI was arrested by the invention and implementation of the PS/PDI,

which is in many ways a superior tool.

3.8 NOTE: THE CONTRIBUTION OF CONTAMINA TION TO WAVEFRONT
MEASUREMENTS
To determine the &dct of the waves difacted by the mask contamination, consider a simplistic

model of the interferogram intensity pattern that is composed of three wawésst wavd, the refer
ence waver (of comparable magnitude 19, and a small contribution from the light fiécted from the
contaminatiorc. The intensity pattern may be written as follows using three arbitrary phase functions:

| =|T+R+c? =[T]? +|R? +|d? + 2]TR cos@, + 2|Tc|cos®, + 2|Rc|cosqs. )
This simplifies to a stationary intensify plus the modulation terms from the three cross-products.

| = A+2]TRcos@, + 2[Tc|cos@, +2|Rc|coss . (3)

Outsideof the main illuminated area, where the test wave amplitude is sfralb) and the reference

wave overlaps the contamination wave, the total peak-to-valley fringe height is
|smal| = 4-|RC| . (4)

In themain regionof the interferogram, the pattern is dominated by the interference of the test and refer

ence waves.
liarge = 4TR. ®)

The ratio of the fringe heights in the two areas allows us to estimate the relative amplitude of the contami

nation wave.

lsman  4Re| _

IIaJrge 4{TR1

Based on the addition of the two complex wawvesdR, within this simple model the wavefront phase

c

| (6)

uncertainty in radians, is given by this ratio.
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